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Abstract 

This paper evaluates the retrieval effectiveness of distributed information retrieval systems 
in realistic environments. We find that when a large number of collections are available, the 
retrieval effectiveness is significantly worse than that of centralized systems, mainly because 
typical queries are not adequate for the purpose of choosing the right collections. We propose two 
techniques to address the problem. One is to use phrase information in the collection selection 
index and the other is query expansion. Both techniques enhance the discriminatory power of 
typical queries for choosing the right collections and hence significantly improve retrieval results. 
Query expansion, in particular, brings the effectiveness of searching a large set of distributed 
collections close to that of searching a centralized collection. 
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1    Introduction 

In today's network environments, information is highly distributed. The Internet or World Wide 
Web, for example, contains thousands of collections. It is impractical to create a single centralized 
index that includes all the documents in all the collections. It would be slow to search such a 
gigantic index and wasteful of computer resources due to replication of information. Even if it is 
computationally feasible to do so, it would still be problematic because many collections (sites) are 
protected by copyrights. IR research, which traditionally studied centralized collections, faces new 
challenges in the distributed environment. As a result, distributed information retrieval has become 
an important area in IR research in recent years. 

The most important issue in searching a set of distributed collections is how to find the right 
collections to search for a query. The sheer number of collections in a realistic environment makes 
exhaustive processing of every collection infeasible. Furthermore, many collections are proprietary 
and may charge users for searching them. The only method for timely and economic retrieval is to 
constrain the scope of searching to those collections which are likely to contain relevant documents 
for a query. For this purpose, the distributed IR system used in this paper adopted a widely used 
technique: It creates a collection selection index. The collection selection index consists of a set 
of virtual documents, each of which is a light-weight representation of a collection. Specifically, 
the virtual document for a collection is simply a complete list of words in that collection and 
their frequencies (numbers of containing documents). When a query is posted, the system first 
compares it with the virtual documents to decide which collections are most likely to contain relevant 
documents for the query. Document retrieval will only take place at such collections. A complete 
discussion of the system can be found in [4]. The virtual documents are a very concise representation, 
requiring less than 1.0% of space taken by the underlying document collections [4]. Furthermore, 
the process of creating the virtual documents is completely automatic and hence scales well in a 
realistic environment. 

The primary concern of this paper is the retrieval effectiveness of distributed information retrieval. 
Two things make this work different from previous work in this area. Firstly, the sets of distributed 
collections used in this paper are far more realistic than those used in previous studies. Our sets 
of collections are large, each consisting of up to 107 collections. In contrast, those used in previous 
studies usually consisted of only a handful of collections [4, 11, 20]. As we will see later in this 
paper, the number of collections in a distributed environment can significantly affect the retrieval 
effectiveness. Secondly, our evaluation is based on actual relevance judgment data (from the TREC 
conferences [12]). This is in contrast to some studies in which evaluation was performed in absence 
of actual relevance data. Gravano, for example, used Boolean satisfaction of a query by a document 
as "relevance" [11]. 

We find that for typical queries, the effectiveness of searching a large set of distributed collections 
is significantly (about 30%) worse than that of searching a single centralized collection. The primary 
cause is that typical queries, though adequate for document retrieval, are not very suitable for col- 
lection selection. Fortunately, this problem can be largely solved through query expansion. When 
typical queries are expanded by local context analysis [22], the retrieval effectiveness of searching a 
large set of distributed collections can rival that of searching a centralized collection even when a 
small number of collections are searched. We also considered using phrases as well as single words in 
the collection selection index, in the hope of partially compensating for the loss of document bound- 
ary information in the collection selection index. Using phrases also improves retrieval effectiveness. 

The rest of the paper is structured as following: Section 2 discusses related work. Section 3 
discusses our motivation and techniques in more detail. Section 4 describes the sets of collections 
used for evaluation and how experiments were carried out.   Sections 5 to 9 present experimental 



results and provide detailed analysis. Section 10 draws conclusions and points out future work. 

2    Related Work 

There have been a number of studies concerning retrieval effectiveness in a distributed environment. 
Callan and Lu compared the retrieval effectiveness of searching a set of distributed collections with 
that of searching a centralized collection [4]. Their experiments were carried out on a set of 7 
collections. They found no significant difference in retrieval performance between distributed and 
centralized searching when 4 of the 7 collections were searched for a query on average. Since the 
total number of collections was so small and the percentage of collections searched was so high, their 
results may not reflect the true retrieval performance in a realistic distributed environment. 

Gravano, et al, evaluated the capability of the GIOSS system for choosing.the right collections 
for a query [11]. Their experiments were carried out on a set of 6 collections [11]. Without human 
judgments of relevance, their evaluation was based on how many documents in a collection satisfy 
a query in the Boolean sense. If many documents in a collection contain the words "white" and 
"house", it is considered a hit for an information need about the presidential mansion of the United 
States expressed as a Boolean query "white AND house", even if none of documents is relevant. It 
is hard to gauge the true value of their system because of this flaw in evaluation. The work was 
later extended to the Vector Space Model, but the lack of relevance judgments was still a problem 
[10]. 

Voorhess, et al, evaluated the effectiveness of searching a set of distributed collections from the 
perspective of collection fusions [20]. They found that when the number of documents to be retrieved 
from each collection for a query is properly tuned based on relevance judgments for a set of training 
queries, the effectiveness of searching a distributed set of collections is less than 10% worse than that 
of searching a centralized collection. A problem with their technique is that it requires relevance 
judgment for a set of,training queries, which can be very expensive to obtain in practice. The other 
problem is that they only used 5 collections. 

Viles and French studied the impact of inverse document frequency (idf) estimation on the per- 
formance of distributed retrieval and proposed a method to disseminate collection wide information 
periodically to achieve better estimation of idf statistics in a dynamic distributed environment [19]. 

Moffat, et al, used a centralized index on blocks of documents [16]. In that study, an initial 
search on the centralized index returns the highly ranked blocks for a query. A second retrieval 
returns the highly ranked documents from the highly ranked blocks. The retrieval performance is 
highly dependent on the block size. Severe degradation in performance was observed when each 
block contains 1000 documents. 

Despite the difference in terminology, the general concept of a collection selection index has 
occurred in many studies [15, 11, 10, 4, 6, 1]. A collection selection index typically contains a 
list of textual objects, each of which is a concise description about the content of a collection. In 
some studies the collection selection index assumes a more complex hierarchical structure [10, 1]. 
A common technique to describe the content of a collection is to use the words that occur in the 
collection and their frequency of occurrences. This technique was used by Gravano, et al, in the 
GIOSS project [11,10] and later proposed as part of the STARTS standard [9]. The major advantage 
of this technique is that it is cheap to obtain and scales well in a realistic distributed environment. 
This technique was also used by Callan, et al, in [4]. The primary difference from GIOSS was that 
collection selection in [4] is based onWprobabilistic model, the Inference Network model [18]. Other 
techniques for describing the content of a collection are more expensive. In WAIS, a piece of natural 
language text had to be manually written to describe the content of a collection [15]. In NertSerf, 



the descriptions of the collections were also created manually and represented as frames [6]. 
Chamis used switching vocabularies for selection of online text databases [7]. In that study, 

manual thesauri were used to reconcile the vocabulary difference among the databases. 
Fuhr proposed a decision-theoretic approach to collection selection [8]. While most studies only 

considered how likely a collection contains relevant documents to a query or how many documents 
in the collection may be relevant, Puhr's approach also considered the costs (money and computer 
resources) associated with searching the collection. 

3    Motivation 

Collection selection is based on how well a virtual document satisfies the information need expressed 
by a query. A virtual document is a list of words and their frequencies in the corresponding collection. 
More formally, the virtual document for a collection C is 

VD(C) = {<wi!fi>} 

where vii's are words occurring in C, and ft is the number of documents in C containing w{. Suppose 
we are searching a set of collections C:, C2, ..., Cn. Given a query Q, the virtual documents VD(Ci)'s 
are treated as normal documents and are ranked for Q based on a probabilistic model. The top 
ranked m collections are chosen for retrieval. The algorithm for ranking the collections is fully 
described in [4, 18]. To understand the arguments in this paper, it is sufficient to know that the 
process is analogous to that of ranking the documents in an ordinary document collection. 

We conjecture that the above approach will do a poor job of ranking the collections for typical 
queries. A typical query is a short casual description of an information need typically used for ad hoc 
retrieval in an interactive environment. Examples are "the White House", "high blood pressure", 
and "forest destruction and weather". These are opposed to long elaborate queries typical in routing 
environments. The reason for the poor ranking of the collections is not that the ranking algorithm is 
bad. In fact, the quality of the algorithm for document ranking is well documented [18, 5]. The reason 
is that typical queries do not provide enough information for collection ranking under the chosen 
representation of the collections (as virtual documents), no matter how good the ranking algorithm 
is. Take the query "the White House" for an example. The occurrences of the words "white" and 
"house" almost uniformly spread over all collections. It is impossible to tell which collections have 
more documents matching the query than others, because many collections contain roughly the 
same numbers of occurrences of the words. The other two queries have the same problem, even 
though the query words (e.g. "blood", "pressure" and "forest") are less uniformly distributed'. Just 
because "high", "blood" and "pressure" occur frequently in a collection does not mean it necessarily 
contains any documents matching the query "high blood pressure". The collection could contain 
many documents about "high air pressure" and "blood donation". The root reason for the above 
problem is that the document boundary information is lost when the collections are represented 
as virtual documents in the collection selection index. (Keeping document boundary information 
results in a collection selection index about the total size of the collections.) We can not tell whether 
the query words co-occur in the documents or not. As the result, collection selection based on the 
frequency information of common query words will not work well. 

We propose two techniques to address the problem. One technique is to use phrases in the 
collection selection index. That is, Jfte.'virtual document for a collection stores not only single words 
and their frequencies, but also phrases and their frequencies in the collection. Phrases are defined 
as noun phrases in the documents and queries, and are recognized by a part of speech tagger, JTAG 
[21].  Including phrases in the collection selection index will at least partially compensate for the 



loss of document boundary information. Simple queries such as "the White House" and "George 
Washington" are properly handled. But for longer queries and queries which do not require query 
words to be adjacent, the loss of document boundary information is still a problem. 

The other technique is query expansion. Query expansion has been extensively studied to address 
the vocabulary mismatch between queries and documents [17, 14, 3, 22]. Our use of query expansion 
in this paper has a different motivation. As we said before, queries using common words may be 
adequate for document retrieval but do not provide a good basis for collection selection. We hope 
that query expansion will add words which are more specific than the words in the original query. 
The expansion words do not change the underlying information need, but make the expanded query 
more suitable for collection selection. We hope query expansion will provide some so-called topic 
words for a query and also increase the mutual disambiguation of common query words. A topic 
word for an information need is a word which by itself is a very strong indicator of relevance. To 
illustrate, let us consider the example query "the White House". The words "white" and "house" are 
ambiguous because they can be used in numerous contexts. But when they co-occur, they are not. If 
query expansion is based on the whole query "the White House", we will find expansion words such 
as "Clinton" and "president". Based on our experience, topic words often exist for an information 
need. For example, for the query "high blood pressure", the topic words may be "cholesterol" and 
"hypertension". For the query "airplane accident" they may be "NTSB" and "FAA". Topic words 
are ideal for collection selection because the loss of document boundary information in the collection 
selection index is a much less serious problem for them. 

The query expansion technique used in this paper is local context analysis (LCA) [22]. There are 
two reasons we choose LCA. Firstly, LCA has shown to be an effective query expansion technique 
and is completely automatic. Secondly, it requires expansion terms to co-occur with all words in the 
original query. Therefore it is more likely to pick the topic words for a query than the techniques 
that expand the query words independently. 

4    Experimental Setup and Collection Statistics 

We used three sets of collections for evaluations: TREC3, TREC4 and TREC4-TEST. Table 1 lists 
some statistics for them. The collections in a set were indexed separately to simulate a real-word 
distributed IR system. To compare the retrieval performance of searching a set of of distributed 
collections with that of searching a centralized collection, for each set we also created a single 
centralized index that contains all the documents in that set. 

• TREC3: This set is 2.2 Gigabytes large and contains documents from these sources: Wall 
Street Journal, Associated Press Newswire, Department of Energy abstracts, Federal Register, 
and Ziff Davis Computer-Select articles. NIST made the documents in TREC3 available in 
many small files. Each file is from a single source. We created the TREC3 collections by 
merging the files from the same source into a number of files, each of which is about 20 
Megabytes in size. This resulted in 107 collections. 

• TREC4: This set is 2.07 Gigabytes large. Documents sources are Wall Street Journal, Associ- 
ated Press Newswire, Federal Register, Ziff Davis Computer Select articles, San Jose Mercury 
News articles, and U.S. Patents articles. We created the collections in TREC4 in the same 
way as we created the TREC3 collections. The number of collections in TREC4 is 100. 

• TREC4-TEST: This set consists'of 50 of the 100 collections in TREC4. The other 50 collections 
in TREC4 forms a training collection, TRAIN, which is to be used by local context analysis 



to expand the TREC4 queries. The purpose is to test the feasibility of expanding a query 
on a training collection and searching for it on a test set of collections. To make the training 
collection as representative of the test set as possible, collections from the same source are 
evenly assigned to TRAIN and TREC4-TEST. For example, 12 collections in TREC4 are of 
U.S. Patents articles. 6 of them are in TRAIN and the other 6 are in TREC4-TEST. 

Sets of collections TREC3 TREC4 TREC4-TEST 
Number of queries 50 49 49 
Raw text size in gigabytes 2.2 2.07 1.03 
Number of documents 741,856 567,529 292,639 
Mean words per document 260 299 281 
Mean relevant documents per query 196 133 65 
Number of words 192,684,738 169,682,351 82,508,763 
Number of collections 107 100 50 
Mean documents per collection 6933 5675 5852 
Megabytes per collection 20.6 20.7 20.7 

Table 1: Statistics on the sets of collections used for evaluation 

The indices for the collections are created and searched by INQUERY [2]. So are the collection 
selection indices. We think that in a realistic environment a typical user can only afford searching a 
small number of collections. Therefore, we only search 10 collections for a query in our experiments. 
The general framework for searching a set of distributed collections for a query in our experiments 
is: 

1. Run the query against the collection selection index and return the best 10 collections. 

2. Run the query against each of the 10 collections chosen in Step 1 and return a list of the 30 
top ranked documents from each collection. Merge the lists of returned documents based on 
their scores. This results in a ranked list of 300 documents. 

Under this general framework, we will consider a number of variations and observe their effect 
on retrieval effectiveness. The variations are: 

• Phrases vs without phrases in the collection selection index. We will examine the impact of 
adding phrases to the collection selection index on retrieval effectiveness. 

• Query expansion vs without query expansion for collection selection, and for document re- 
trieval. 

• The effect of varying the size of the local context analysis training collection on retrieval 
effectiveness. 

• The effect of adding different number expansion concepts on retrieval effectiveness. 

Searching a fraction of collections will surely cause some relevant documents to be missed. Pre- 
cision at high recall will suffer. But in our opinion, precision at low recall is far more important, 
because few users read more than/two dozen documents for a search request. Therefore, in this 
paper we will only consider precision when 5, 10, 15, 20 and 30 documents are read, even though 
300 documents are returned for each query. 



In addition to precision figures at the above document cut-offs, the t-test [13] is used to decide 
whether the performance difference between two methods is statistically significant. To decide 
whether the improvement by method A over method B is significant, the t-test calculates a p.value 
based on the performance data of A and B. The smaller the p.value, the more significant is the 
improvement. If the p.value is small enough (p.value < 0.05), we conclude that the improvement is 
statistically significant. 

Two baselines were used. One is the performance of searching a set of distributed collections 
using the base queries, without query expansion or phrase indexing. Comparison with this baseline 
tells us the improvement we make by using a certain technique. The other is the performance of 
searching a single centralized collection using the base queries. Comparison with this one tells us 
how far we still need to go to achieve the performance we typically get when searching a centralized 
collection. 

5    Baseline Results 

Tables 2 and 3 compare the performance of searching a centralized collection and that of searching a 
set of distributed collections on TREC3 and TREC4, using the base queries. Phrases are not used in 
the collection selection index. The performance drop due to searching a set of distributed collections 
in this case is very significant at all document cut-offs on both sets, ranging from 23% to 32.7%. 

1 central distri search 
index 107 indices 

5 docs: 0.6440 0.4960 (-23.0) 
10 docs: 0.6060 0.4500 (-25.7) 
15 docs: 0.5693 0.3987 (-30.0) 
20 docs: 0.5440 0.3760 (-30.9) 
30 docs: 0.5080 0.3420 (-32.7) 

Table 2:   Comparing centralized and distributed searching using base queries on TREC3. 
collection selection index is word-based. 

The 

1 central distri search 
index 100 indices 

5 docs: 0.5510 0.4163 (-24.4) 
10 docs: 0.4633 0.3510 (-24.2) 
15 docs: 0.4367 0.3116 (-28.6) 
20 docs: 0.4061 0.2796 (-31.1) 
30 docs: 0.3578 0.2497 (-30.2) 

Table 3:   Comparing centralized ahU* distributed searching using base queries on TREC4.   The 
collection selection index is word-based. 



Callan and Lu did similar experiments in [4]. They observed that the effectiveness of searching a 
set of distributed collections was close to that of searching a centralized collection. But their results 
were obtained on a set of 7 collections. In comparison, the TREC3 and TREC4 sets used in our 
experiments contain 107 and 100 collections respectively. Therefore our results are more realistic 
than theirs. 

6    Including Phrases in the Collection Selection Index 

We now observe the impact on retrieval effectiveness when we add phrase information in the collection 
selection index. For each collection, we count the number of documents containing a phrase and 
add the information to the virtual documents. To simplify software design, a phrase is represented 
as a single token in the collection selection index, just like an ordinary single word. That is, the 
phrase "information retrieval" is represented as "information-retrieval". Phrases are also recognized 
(by processing the natural language text of the TREC topics) and added to base queries. That 
is, the query "information retrieval" will become "information retrieval information-retrieval" after 
phrase recognition. The modified queries are then run against the collection selection index to 
return the best collections, as described before. For document retrieval, however, we still use the 
base queries. Tables 4 and 5 show the impact on retrieval performance when phrases are added 
to the collection selection index. The results are noticeably better than that of the word-based 
collection selection index, 12% on average. The t-test indicates that the improvement on TREC3 is 
statistically significant at cut-offs 15, 20 and 30 (p.value=0.04, 0.02 and 0.02). The improvement on 
TREC4 is statistically significant at cut-offs 10, 15, 20 and 30 (p_value=0.04, 0.01, 0.01 and 0.02). 
But the results are still significantly worse than searching the centralized collections. The results 
show that adding phrases does partially compensate for the loss of document boundary information 
in the collection selection index. For the TREC3 topic "Term limitations for members of the U.S. 
Congress", adding the phrase "term-limitation" significantly improved the retrieval performance; 
This is not surprising considering the words "term" and "limitations" are too generic to be effective 
for collection selection. The results strongly suggest that phrases help collection selection. This is 
different from the use of phrases for ranking documents, where the merit of phrases is still debatable. 

distri search distri search 1 central distri search 
word-based words-and-phrases index words-and-phrase 

5 docs 0.4960 0.5280 (+ 6.5) 5 docs: 0.6440 0.5280 (-18.0) 
10 docs 0.4500 0.5040 (+12.0) 10 docs: 0.6060 0.5040 (-16.8) 
15 docs 0.3987 0.4640 (+16.4) 15 docs: 0.5693 0.4640 (-18.5) 
20 docs 0.3760 0.4410 (+17.3) 20 docs: 0.5440 0.4410 (-18.9) 
30 docs 0.3420 0.4047 (+18.3) 30 docs: 0.5080 0.4047 (-20.3) 

Table 4: Comparing word-based collection selection index with words-and-phrases collection selec- 
tion index (TREC3) 

But using phrases for collection;sefection also introduces problems. One problem is that addi- 
tional time is needed to recognize the phrases. Another problem is that it significantly increases the 
size of the collection selection index. 'Based on our data, a collection selection index with phrases 
is about 4 times as large as a collection selection index without phrases.   Part of the reason for 



distri search distri search 
word-based   words-and-phrases 

5 docs: 0.4163 
10 docs: 0.3510 
15 docs: 0.3116 
20 docs: 0.2796 
30 docs: 0.2497 

0.4490 
0.3816 
0.3497 
0.3143 
0.2741 

(+ 7.9) 
(+ 8.7) 
(+12.2) 
(+12.4) 
(+ 9.8) 

1 central distri search 
index words-and-phrases 

5 docs: 0.5510 0.4490 (-18.5) 
10 docs: 0.4633 0.3816 (-17.6) 
15 docs: 0.4367 0.3497 (-19.9) 
20 docs: 0.4061 0.3143 (-22.6) 
30 docs: 0.3578 0.2741 (-23.4) 

Table 5: Comparing the word-based collection selection index with words-and-phrases collection 
selection index (TREC4) 

the sharp increase in space cost is due to the large number of infrequent phrases (occurred once 
or twice). It appears that most of them can be filtered out to cut space costs without affecting 
searching effectiveness. Even if the extra cost in time and space is acceptable, we still face poten- 
tial administrative problems when we apply it in a realistic environment. The sites that own the 
collections may be unwilling to export the phrase information or may use different procedures to 
recognize them. Despite these problems, we think adding phrases to the collection selection index is 
still a valuable option because it is a relatively simple procedure and significantly improves retrieval 
effectiveness. 

7    Query Expansion 
We conjectured in Section 3 that the discriminatory power of typical queries for collection selection 
can be largely enhanced by adding more specific words through query expansion. In this section we 
describe experiments that tested the conjuncture. 

7.1 Local Context Analysis (LCA) 

The query expansion technique used in this paper is local context analysis (LCA) [22]. LCA requires 
a document collection in order to do query expansion. To expand a query, a retrieval system 
(INQUERY in our case) retrieves a number of top ranked documents or document portions (passages) 
and presents them to LCA. LCA analyzes the top ranked documents (or passages) and returns a 
number of concepts for the query. The concepts returned by LCA include single words and phrases 
(noun phrases). In our experiments, 50 passages were used for a query. 

7.2 Experimental Methodology 

In the experiments in this section, the collections used for query expansion and the collections to be 
searched were the same. That is, the LCA concepts for the TREC4 queries were from the centralized 
TREC4 collection. The same was done to TREC3. While this arrangement is obviously impractical 
in practice, the goal of the experiments in this section is to confirm the above conjecture concerning 
the benefit of query expansion for distributed searching. As we will see in Section 8, it is possible 
to expand ä query using a separate training collection and achieve the same effect. 

The expansion parameters were based on those in [22]: 70 LCA concepts (including words and 
phrases) were added to a query, with decreasing weights assigned to the concepts according to the 



order in which they were returned by LCA. The collection selection indices in the experiments in 
this section were word-based. Therefore, in the collection selection stage we kept the LCA words 
but removed the LCA phrases from the expanded queries. 

7.3    Query Expansion for Collection Selection 

We first report the results of using query expansion in the collection selection stage only. That is, 
two different versions of a query were used: the expanded query in the collection selection stage and 
the base query in the document retrieval stage. If query expansion does improve collection selection, 
we expect that retrieval performance will be better than that of using the base query in both the 
collection selection and the retrieval stages. Experimental results on TREC3 support this, as shown 
by Table 6. Retrieval is improved at all document cut-offs. Improvement at higher cut-offs (15, 20 
and 30) is around 15%, which is more noticeable than at lower cut-offs. The t-test indicates the 
improvement is statistically significant at cut-offs 15, 20 and 30 (p_value=0.03, 0.03 and 0.02), but 
not at cut-offs 5 and 10. 

distri search distri search 
base query qry-expan for 

collection selection 

5 docs: 0.4960 0.5320 (+ 7.3) 
10 docs: 0.4500 0.4900 (+ 8.9) 
15 docs: 0.3987 0.4573 (+14.7) 
20 docs: 0.3760 0.4310 (+14.6) 
30 docs: 0.3420 0.3933 (+15.0) 

Table 6: The effect of using query expansion for collection selection on TREC3. The collection 
selection index is word-based. 

Although the improvement is significant, we think the results do not fully reflect the power of 
query expansion for collection selection. A query by query analysis shows that a number of queries 
were hurt because of inconsistence between the collection selection stage and the retrieval stage. 
To illustrate the problem, let us consider the query "automobile recalls". The expansion words for 
this query include "Ford", "model", "cars" and so forth. Using the expanded query for collection 
selection, the selected collections contain many relevant documents that contain the words "recall", 
"cars", "model" and "Ford" but missing the original query word "automobile". Retrieval using the 
original query causes these documents to receive a very low score and therefore hurts the retrieval 
result. We expect that using query expansion in both collection selection and retrieval stages will 
eliminate this problem and further improve retrieval performance. 

7.4    Query Expansion for Collection Selection and Retrieval 

As we expected, using query expansion in both collection selection and retrieval stages at the same 
time does further improve retrieval results, as shown in Tables 7 and 8. Comparing with the 
distributed baseline (base queries fos collection selection and retrieval), the retrieval effectiveness is 
improved significantly at all document cut-offs on TREC3 and TREC4. The improvement ranges 
from 23.5% to 41.2%, with an average of 32%. The t-test indicates the improvement is statistically 

10 



significant at all cut-offs on both sets (p.values are less than 0.01). The results are very close 
to those of searching the centralized collections. On TREC4, the drop in precision compared with 
centralized searching is only 2.6% on average. Precision at cut off 10 is even slightly improved (1.7%) 
over centralized searching. On TREC3, the drop compared with centralized searching is somewhat 
more noticeable. At document cut-offs 5 and 10, the degradations are 3.7% and 5.3%. The average 
degradation is 7.9%. This is understandable considering that TREC3 has a higher baseline. 

distri search distri search 1 central distri search 

base-query qry-expan index qry-expan 

5 docs: 0.4960 0.6200 (+25.0) 5 docs: 0.6440 0.6200 (- 3.7) 

10 docs: 0.4500 0.5740 (+27.6) 10 docs: 0.6060 0.5740 (- 5.3) 

15 docs: 0.3987 0.5227 (+31.1) 15 docs: 0.5693 0.5227 (- 8.2) 

20 docs: 0.3760 0.4920 (+30.9) 20 docs: 0.5440 0.4920 (- 9.6) 

30 docs: 0.3420 0.4440 (+29.8) 30 docs: 0.5080 0.4440 (-12.6) 

Table 7: The effect of using expanded queries for collection selection and retrieval on TREC3. The 
collection selection index is word-based. 

distri search distri search 1 central distri search 

base-query qry-expan index qry-expan 

5 docs: 0.4163 0.5143 (+23.5) 5 docs: 0.5510 0.5143 (- 6.7) 

10 docs: 0.3510 0.4714 (+34.3) 10 docs: 0.4633 0.4714 (+ 1.7) 

15 docs: 0.3116 0.4367 (+40.1) 15 docs: 0.4367 0.4367 (+ 0.0) 

20 docs: 0.2796 0.3949 (+41.2) 20 docs: 0.4061 0.3949 (- 2.8) 

30 docs: 0.2497 0.3395 (+36.0) 30 docs: 0.3578 0.3395 (- 5.1) 

Table 8: The effect of using expanded queries for collection selection and retrieval on TREC4. The 
collection selection index is word-based. 

We use some example queries to illustrate why query expansion helps distributed searching. For 
the TREC4 topic, "what is being done to ensure that Social Security will not go broke?", the words 
"social", "security" and "broke" are common enough to occur in most collections many number of 
times. They are not very useful for identifying the best collections. As a result, the performance of 
distributed searching (without query expansion) is 60% worse than that of centralized searching for 
this query. Query expansion dramatically improves the performance of this query by 124%, due to 
the expansion words "pension", "retiree", "budget", "tax", etc. Such words are more specific and 
more useful than the words in the original query for collection selection. Other cases where query 
expansion helps include the query "depletion or destruction of the rain forest affected the worlds 
weather". The expansion words for this query are "greenhouse", "deforestation" and so forth. 
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8    Query Expansion Using a Training Collection 

Experiments in the previous section confirmed our conjecture concerning the benefit of query expan- 
sion in a distributed searching environment. In this section we propose and evaluate an approach 
that makes query expansion practical in a distributed searching environment. 

The approach is to let a distributed IR system have a dedicated collection of documents solely 
for the purpose of query expansion. We call the dedicated collection the training collection. When 
a query is posted, the system first expands it by running LCA on the training collection and then 
searches for it on the actual set of distributed collections. Ideally, we would like the documents in 
the training collection and those in the actual collections to have similar coverage of subject matters 
so that LCA can expand the query properly. 

We evaluated this approach on TREC4-TEST. The training collection for LCA is TRAIN. De- 
scriptions about TREC4-TEST and TRAIN are in Section 4. The experiments were carried out in 
the same way as in the previous section, except that query expansion was performed on TRAIN and 
evaluation was performed on TREC4-TEST. 

Table 9 shows the retrieval result. For distributed searching, the performance of the expanded 
queries is significantly better than that of the base queries. The improvement at the document 
cut-offs ranges from 17.1% to 28.5%, with an average 25%. The t-test indicates the improvement is 
statistically significant at all cut-offs (p_value=0.035, 0.00005, 0.00003, 0.00009 and 0.000001). The 
result is as good as searching the centralized collection. Comparing with centralized searching, there 
is only a slight degradation at cut-offs 5 and and 30. Precision at cut-offs 10, 15 and 20 is even 
slightly better than centralized searching. 

distri search    distri search 
base-query qry-expan 

5 docs: 0.4286 
10 docs: 0.3510 
15 docs: 0.3034 
20 docs: 0.2827 
30 docs: 0.2367 

0.5020 (+17.1) 
0.4469 (+27.3) 
0.3891 (+28.2) 
0.3551 (+25.6) 
0.3041 (+28.5) 

1 central distri search 
index qry-expan 

5 docs: 0.5184 0.5020 (- 3.2) 
10 docs: 0.4367 0.4469 (+ 2.3) 
15 docs: 0.3810 0.3891 (+ 2.1) 
20 docs: 0.3500 0.3551 (+ 1.5) 
30 docs: 0.3075 0.3041 (- 1.1) 

Table 9: The effect of using expanded queries for collection selection and retrieval on TREC4-TEST. 
The collection selection index is word-based. 

8.1    Optimizations 

In the previous experiments, 70 LCA concepts were used per query. Using so many concepts will 
significantly slow retrieval. We would like to see the impact when fewer concepts are added to 
the queries. Table 10 shows the retrieval results when we vary the number of concepts added to a 
query. The results show that reducing the number of concepts from 70 to 20 does not affect retrieval 
effectiveness. In fact, using 30 concepts is even slightly better than using 70. But when only 10 
concepts are used per query, retrieyahperformance suffers, by 5.3% on average. 

The use of a dedicated trainingVpllection solely for query expansion incurs a space cost and we 
would like to keep it to a minimum. 'We now examine the impact of using smaller training collections. 
So instead of using the full TRAIN collection for query expansion, we use 60%, 40% and 20% of the 
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70       50 30 
concepts concepts      concepts 

20 
concepts 

10 
concepts 

5 docs:  0.5020  0.4939 (- 1.6)  0.5184 (+ 3.3)  0.5143 (+ 2.5)  0.4898 (- 2.4) 
10 docs: 0.4469 
15 docs: 0.3891 
20 docs: 0.3551 
30 docs: 0.3041 

0.4388 (- 1.8) 
0.3946 (+ 1.4) 
0.3541 (- 0.3) 
0.3027 (- 0.5) 

0.4347 (- 2.7) 
0.3932 (+ 1.1) 
0.3571 (+ 0.6) 
0.3075 (+ 1.1) 

0.4224 (- 5.5) 
0.3905 (+ 0.4) 
0.3520 (- 0.9) 
0.2986 (- 1.8) 

0.4061 (- 9.1) 
0.3687 (- 5.2) 
0.3347 (- 5.7) 
0.2912 (- 4.2) 

Table 10: The effect of query expansion size on retrieval performance on TREC4-TEST. The col- 
lection selection index is word-based. 

documents in TRAIN for query expansion. Table 11 shows the retrieval results. Comparing with 
using full TRAIN, there is only a small degradation (3.6%) in effectiveness when 60% and 40% of the 
documents in TRAIN are used for query expansion. When 20% of TRAIN is used, the degradation 
becomes significant (about 14%), but the result is still better than that of using the base queries 
for distributed searching (compare with Table 9). The results suggest it is possible to cut the size 
of the training collection without significantly affecting retrieval effectiveness. The exact amount of 
training data required still remains unknown, because we don't know whether it is a fixed number 
of megabytes or a certain percentage of the total size of the collections. 

TRAIN 607. TRAIN 40'/. TRAIN 20'/. TRAIN 

5 docs: 0.5184 0.5061 (- 2.4) 0.5061  (- 2.4) 0.4286 (-17.3) 

10 docs: 0.4347 0.4245 (- 2.3) 0.4224 (- 2.8) 0.3694 (-15.0) 

15 docs: 0.3932 0.3850 (- 2.1) 0.3741  (- 4.9) 0.3388 (-13.8) 

20 docs: 0.3571 0.3347 (- 6.3) 0.3439 (- 3.7) 0.3194 (-10.6) 

30 docs: 0.3075 0.2918 (- 5.1) 0.2952 (- 4.0) 0.2646 (-14.0) 

Table 11: The effect of the training collection size on retrieval performance on TREC4-TEST. 30 
expansion concepts are used per query. The collection selection index is word-based. 

9    A Combined Run 

Since both phrases and query expansion improve the performance of distributed searching, it is 
natural to wonder whether combing the two techniques will result in even better performance. 
Experiments on TREC4 show that this is indeed the case, as shown by Table 12. The result is 
modestly better, about 4% on average, than using query expansion alone. The t-test indicates the 
improvement is statistically significant at cut-offs 5, 20 and 30 (p.value=0.03, 0.01 and 0.02). Since 
the improvement is small, it may not be worthwhile to combine them considering the extra cost in 
processing time and space. •'• / 
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distri search distri search 
qry-expaii qry-expan 
word-based for words-and-phrases for 
collection selection collection selection 

5 docs: 0.5143 0.5429 (+ 5.6) 
10 docs: 0.4714 0.4878 (+ 3.5) 
15 docs: 0.4367 0.4463 (+ 2.2) 
20 docs: 0.3949 0.4102 (+ 3.9) 
30 docs: 0.3395 0.3517 (+ 3.6) 

Table 12: Combining query expansion and words-and-phrases collection selection index vs query 
expansion alone (TREC4) 

10 Conclusions and Future Work 

Experimental results show that for typical queries, searching a large set of distributed collections is 
significantly worse than that of searching a centralized collection. The main reason is that typical 
queries are not suitable for collection selection. We have proposed two techniques to address the 
problem. One technique is to use phrase information in the collection selection index. The other 
is query expansion. Both techniques significantly improve retrieval effectiveness in a realistic dis- 
tributed search environment. Query expansion, in particular, can make the performance of searching 
a set of distributed collections close to that of searching a centralized collection. 

There are a number of areas in which we will continue our work. One is to test our techniques 
on even larger collections. One such collection we plan to use is the 20 GigabytesTREC VLC (Very 
Large Corpus) collection. We plan to break it into around 1000 collections. This will make our test 
environment even more realistic. Another area is to find a "versatile" training collection for query 
expansion. Such a collection should have a wide coverage of subject matters so that most queries 
can be properly expanded. One possible choice is to pull out all the newspaper articles (Associated 
Press, Wall Street Journal, LA Times, etc) from the TREC collections to form a training collection. 
The third area is user interaction. Query expansion occasionally hurts a query by adding bad terms. 
We would like the user to control what terms to be ultimately used to expand his/her query. Our 
experiments show that even 20 concepts per query can make a big difference in retrieval performance. 
This means that the amount of work to manually edit the expanded query is reasonable. 
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